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Abstract

We seek to contribute to the literature on the relation between finance and growth. We argue that most studies in the field fail to measure the quality of financial intermediation but rather resort to using proxies on the size of financial systems. Moreover, cross-country comparisons suffer from the disadvantage that systematic differences between markedly different economies may drive the result that finance matters. To circumvent these two problems we examine the importance of the quality of banks’ financial intermediation in the regions of one economy only: Germany. To approximate the quality of financial intermediation we use cost efficiency estimates derived with stochastic frontier analysis. We find that the quantity of supplied credit is indeed insignificant when a measure of intermediation quality is included. Importantly, while higher intermediation quality of private banks has a significant and positive effect on growth, we also find that the effect of public banks is insignificant.
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1 Introduction

The notion that a sound financial system fosters economic growth has already been advocated by Schumpeter (1934, 1939). Since the seminal empirical work by King and Levine (1993), the question if and to what extent financial development spurs economic growth experienced a renaissance. Numerous studies test Schumpeter's early hypotheses. Given the available evidence, only few economists doubt that finance matters for growth today.

But in our view most studies suffer from two major shortcomings. First, in a Schumpeterian world it is the quality rather than the quantity of financial intermediation that influences economic growth. However, most studies specify proxies of financial systems' size, for example the credit to GDP ratio. Second, most studies are of a cross-country nature, frequently sampling markedly different economies like the U.S. on the one hand and Thailand on the other. One may then hypothesize that finding significant financial indicators may partly be driven by excessively heterogeneous samples.

We address these problems in the following manner. First, we grasp the quality of intermediation by using microeconomic technical efficiency measures derived at the bank-level to assess banks' abilities to convert inputs into financial products and services. Second, we seek to reduce potential sample bias by focusing on the regions of one industrialized country only, namely Germany. Thereby, we ensure that many environmental factors identified as significant are fairly homogeneous in our sample. We hypothesize that in Germany's fragmented three-pillar system of private and public banks the quality of financial intermediation is not only different across regions but also of significant importance to promote growth. Our study adds to the only two studies that we are aware of that also seek to distinguish between the quality and the quantity of financial intermediation, namely Lucchetti et al. (2001) and Berger et al. (2004).

In this paper, we concentrate throughout on banks only. We do not investigate the relative merits of banks versus markets or other intermediaries for two reasons. First, increasingly many scholars discard the view that banks and markets are substitutes (Merton and Bodie, 2004). Empirical evidence indicates that both markets and institutions are integral parts of a financial system that complement each other (Levine, 2002; Beck and Levine, 2002). Second, Germany is a role-model of a bank-based system. Koetter et al. (2004) and Hackethal (2004) examine inasmuch the German economy depends on banks, markets and other intermediaries to channel funds from savers to investors. Their results confirm conventional wisdom: German

---


2 To some extent this is merely an omitted variable bias if factors influencing growth are not controlled for. For example, La Porta et al. (1998) show that the legal system and Garretsen et al. (2004) that cultural differences significantly influence growth. However, beyond this potential omitted variable problem we may also have a conceptual problem inasmuch as the assumption of a homogeneous production function between, say, developed and less developed countries remains debatable.

3 Private banks comprise commercial and cooperative banks whereas savings banks constitute the public sector.
banks were, still are and likely remain to be of paramount importance in Germany’s financial system for the foreseeable future.

We structure the paper as follows. In section 2, we discuss the literature that links finance and growth theoretically and empirically. In section 3, we introduce our growth specification and our methodology to derive the quality of financial intermediation by banks. We use individual bank data provided by the Bundesbank and regional macroeconomic data, which we describe in section 3.3. In section 4 we present and discuss our results. We conclude in section 5.

2 Financial Development and Growth

The question if and how financial development influences real economic growth is at the very heart of the finance-growth literature. Both the available evidence and remaining open issues are numerous and have been reviewed by Levine (2004) recently. Here, we focus on two issues. The link between finance and growth on the one hand and the available empirical evidence on the other.

2.1 Theoretical Considerations

The importance of finance for real economic growth is not without debate. On the one hand, Robinson (1952) argues that financial services are provided as a reaction to the demand by corporate firms. In her view, finance follows entrepreneurial activity. Similarly, Lucas (1988) regards finance as an overvalued explanatory factor in growth theory. On the other hand, economists like Gurley and Shaw (1955), Gerschenkron (1963), Goldsmith (1969) and McKinnon (1973) find that neglecting financial development severely limits our understanding of economic growth.

Along the lines of the latter scholars there are two channels through which financial development can influence growth. The first is Hicksian in nature and emphasizes the enhanced accumulation of capital through higher savings (Hicks, 1969). The second represents a Schumpetrian point of view and centers on the improved ability of the financial sector to increase technological progress through an efficient selection, funding and monitoring of projects (Schumpeter, 1934, 1939).

Pagano (1993) employs a simple endogenous growth model to illustrate how financial development can influence growth through these two channels. On the one hand, larger volumes of financial funds saved promote growth as more savings are available to fund investment projects. This effect relates to the Hicksian view that better developed financial systems are those that channel higher quantities from savers to investors. On the other hand, an improved quality of intermediation can both enhance factor productivity and reduces the fraction of savings that are foregone due to suboptimal production plans of financial agents. Both effects resemble the Schumpetrian train of thought. Better intermediaries help to reduce slack in the financial system and foster capital productivity through investing in more profitable projects.

---

4This point is also known as the reverse causality critique (Boyd and Smith, 1996).
Both notions, Hicks as well as Schumpeter, imply that better developed financial systems reduce transaction and information costs. Levine (2004) distinguishes five ways how banks accomplish these reductions:\(^{(5)}\) (i) information collection, (ii) project monitoring, (iii) risk management, (iv) channelling savings and (v) facilitate transactions of goods and services.

First, consider information collection. If it is costly to gather information when making investment decisions, studies in the vein of Allen (1990) show that financial intermediaries help to economize on search cost and thereby foster aggregate saving. According to Morales (2003), information gathering leads to learning effects. This implies that financial intermediaries are better suited to spot entrepreneurs with the highest potential to innovate on products, services and processes.

Second, consider monitoring. Better developed financial systems aid equity and debt holders of firms to scrutinize managers as to ensure that the latter act in the best interest of the former. If information asymmetries exist, managers may exploit free-rider considerations of investors in financial markets when individual investors rely on each other to conduct costly monitoring activities. The seminal model by Diamond (1984) illuminates how banks act as delegated monitors on behalf of investors, thereby solving the free-rider problem. De la Fuente and Marin (1996) find that banks help to enhance productivity as they are particularly suited to monitor opaque, and hence information cost intensive, innovative projects. In the vein of Schumpeter’s constructive destruction argument, Bencivenga and Smith (1993) provide a model where banks ration credit in order to select the most profitable investments, which raises capital productivity.

Third, consider risk management. Better developed financial systems help savers and investors in three ways to enhance risk management: cross-sectional diversification, intertemporal diversification, and liquidity provision. The first issue follows straight from finance theory. Greenwood and Jovanovic (1990) argue that intermediaries foster productivity thanks to their ability to select profitable investments and to assemble portfolios that ameliorate project-specific shocks. While it may be too costly for an individual investor to diversify, Acemoglu and Zilibotti (1997) show how intermediaries facilitate the funding of more risky but innovative projects. The second issue highlights intertemporal risk-sharing (Allen and Gale, 1997). Especially in Germany’s corporate culture of long-term relations between borrowers, lenders and owners (Elsas and Krahnen, 2004) financial intermediaries may commit to a long-run perspective and help both savers and investors to prevent premature divestiture. The third issue refers to liquidity risk. The more difficulties savers have to convert real assets into means of exchange, the less inclined they are to give up the direct control of their savings. This implies that either financial markets (Bencivenga et al., 1995), intermediaries (Diamond and Dybvig, 1983) or a mixture of the two (Fedt et al., 2005) can help to insure savers against liquidity shocks, thereby fostering investment in longer-run, illiquid and relatively risky projects.

Fourth, consider the collection and channelling of savings. Many projects require large, indivisible funding. Collecting funds from a multitude of investors is expensive for an individual project owner. Financial intermediaries can spread these fixed

\(^{(5)}\)Note again that we focus here on banks. Obviously, all of these functions may be fulfilled by markets or non-bank financial intermediaries, too. For a complete review of the relative merits we refer to Levine (2004).
costs if they execute this collection function for many savers and investors (Sirri and Tufano, 1995). This increases aggregate savings and investment by matching different denominations between the two.

Fifth, consider the facilitation of exchanging goods and services. Financial development helps to establish an accepted medium of exchange. This reduces transaction and information costs since these are high if non-standardized goods have to be evaluated on a case-by-case basis in barter economies. According to Greenwood and Smith (1996), this allows for a higher number of transactions, which is necessary if an economy increasingly specializes. They argue that higher specialization favors productivity gains and thereby promotes growth.

In sum, all five functions of financial intermediaries affect growth via the volume of savings and an efficient allocation of capital to productive investments. We regard the former effect primarily as a quantity effect that financial development has on growth. In contrast, we regard the latter as a quality effect of the sector's ability to channel financial resources efficiently to those investment projects that maximize return. Let us turn next to the empirical evidence as how to measure financial development.

2.2 Empirical Evidence

Most empirical growth studies analyze if and how fast per capita income $y$ converges to its steady state. Barro and Sala-i Martin (1995) show that the average growth rate of per capita output depends on the initial level of per capita output, $Y_0$. On this basis, Lucchetti et al. (2001) denote what they call the reference model of the finance-growth literature as

$$\Delta y = \beta_1 y_0 + \beta_2 fd + \beta_3 x + \epsilon,$$  \hspace{1cm} (1)

where lower case letters indicate the log of a variable, $FD$ denotes a proxy of financial development, $x$ is a vector of additional control variables and $\epsilon$ is a random error term. In equation (1), $\Delta y$ depicts the growth rate of per capita GDP. To our knowledge none of the studies on Germany's economic growth considers the financial sector in the analysis (Niebuhr, 2001; Dreger and Kosfeld, 2003; Kosfeld et al., 2005). This neglect is surprising because, to put it in terms of Levine (2004), the evidence in support of a positive relation between financial development and growth is remarkably robust across a whole range of alternative empirical methodologies.

With respect to the international evidence, the seminal contribution in the finance-growth literature is King and Levine (1993). Their empirical specification of the growth model is based on a single cross-sectional analysis under the assumption of identical aggregate production functions as depicted in equation (1). Their proxy for financial development $FD$ equals liquid liabilities of the financial industry relative to gross domestic product (GDP).\footnote{King and Levine (1993) construct two additional proxies: credit supplied by central versus commercial banks and funds lend to the private and the public sector. These two measures provide additional information about the sources and directions of financial funds.} Hence, King and Levine (1993) gauge
primarily the quantity effect of financial development. Additionally, they acknowledge the importance of human capital accumulation, population growth, trade or government expenditure and specify according covariates to enter $x$. For 77 countries during the period 1960 and 1989 and three alternative measures of economic growth\(^8\) they find significant and large relations between financial development and growth.

Many empirical studies of the growth-finance nexus (Demetriades and Hussein, 1996; Da Rin and Hellmann, 2002) proxy $FD$ by a variation of these initially suggested measures. Levine et al. (2000) extend earlier studies regarding estimation techniques and data coverage. Their results confirm earlier findings: a significant and strong influence of financial development on growth. They conclude that the evidence on the importance of finance for growth is robust.

The available evidence is criticized by Lucchetti et al. (2001) primarily for the choice of proxies of financial development. They stress two issues. First, the volume of credit intermediated is only an indirect measure of the Schumpeter argument that better developed financial systems enjoy less frictions in the intermediation process and foster additionally the rate of return through better project selection and monitoring. Secondly, absolute measures of credit volume are subject to simultaneity problems, initially pointed out by Robinson (1952), to a much larger extent than a relative measure of the quality with which banks perform their intermediation task. In a nutshell, credit volume may simply be positively correlated with growth because in an expanding economy firms increase their demand for financial funds. Lucchetti et al. (2001) find indeed that both the quantity of credit and the quality of banks as measured by cost efficiency have significant influence on regional growth, respectively. The only additional study that we are aware of that also distinguishes more explicitly between the quantity and quality effect of financial development is Berger et al. (2004). For a sample of 49 nations they do find a positive and significantly different effect of bank efficiency on growth during 1993 and 2000. In sum, both studies suggest that the alternative channels as to how financial development matters for growth should be separated: quantity versus quality.

A second critique of most international evidence is related to the cross-country nature of these studies. Failure to account for systematic differences across countries leads to biased results. Intuitively, comparing growth rates and the volume of cumulative loans to GDP between developed and less-developed countries may yield spurious results (Ríoja and Valev, 2004). While the identification of additional control variables is an important progress in the finance-growth literature, an alternative strategy is to compare regions with reasonably akin economic structures. One of the few studies embarking on this train of thought is Jayaratne and Strahan (1996). They examine the relation between branching deregulation in the U.S. and its impact on state growth. They find that deregulation improved the quality of lending, measured by individual banks’ shares of non-performing loans, thereby fostering capital accumulation. With regard to European evidence we are only aware of Italian studies. Besides Lucchetti et al. (2001), Guiso and Zingales (2002) use survey data on loan applicants’ success to receive a loan as a proxy for financial development. They find that higher financial development fosters entrepreneurial

\(^8\text{Mean rate of real GDP per capita growth, mean rate of per capita capital stock growth and total productivity growth.}\)
activity, enhances competition in the non-financial sector and results in higher corporate growth. These studies suggest that after eliminating a range of reasons for systematic differences between regions it is the quality of financial intermediation that spurs growth.

In sum, theory suggests that well-developed banks should spur growth via a quantity and a quality effect. However, the empirical literature did not yet address the issue as how to measure these two different channels more directly. We turn next to our methodology as how to measure regional growth in Germany.

3 Methodology

Our primary concern in this paper is perfectly in line with one agenda point for future research in Levine (2004): The necessity to develop better proxies for financial development. We begin with our specification of a growth model and subsequently discuss the measurement of bank efficiency as a proxy for intermediation quality.

3.1 Growth Specification

A crucial assumption of cross-sectional growth studies in the vein of equation (1) is that production functions are supposed to be homogeneous across analyzed regions. In our view, it is most likely that such an assumption is overly heroic due to unobserved country-specific effects. While using alternative samples of more homogeneous regions within one country partly alleviates the problem, Islam (1995) suggests to approach the problem more directly. He advocates the use of panel estimators to relax the restrictive assumption of homogeneous production functions across regions. This approach avoids the bias of estimated coefficients when omitting unobservable region-specific effects if these are correlated with the error. Furthermore, Levine (2004) notes that cross-sectional estimation of mean growth rates neglects the information contained in the time variation and forgoes additional degrees of freedom, which are available when exploiting longitudinal data. Therefore, we use in this study panel data and estimation techniques.

Another decisive advantage of a panel approach relates to potential simultaneity problems of financial development indicators and growth. The use of endogenous regressors leads to estimations that suffer from inconsistency and bias, which requires the specification of suited instrument variables. Levine et al. (2000) stress that panel data enables us to control for endogenous explanatory variables insofar as dynamic panel data estimators in the vein of Arellano and Bond (1991) have been developed to address the potential simultaneity bias directly. They exploit the information contained in panel data by choosing lagged level variables as instruments as to solve the issue. Moreover, they allow us to explicitly test the validity of chosen instruments.

We follow Islam (1995) and Levine et al. (2000) and specify the reduced form of a growth model in levels as a dynamic panel model. The regression equation is:

\[ y_{i,t} = \alpha y_{i,t-1} + \beta f_{i,t} + \gamma x_{i,t} + \mu_i + \epsilon_{i,t}. \]  

(2)
As previously, all variables in lower cases are denoted in logarithms. We amend time indicators \( t \) and in addition, \( FD \) contains now two measures: the volume \( FD^V \) and the quality of financial development \( FD^Q \). The former resembles the well-known specification of bank credit volume relative to GDP in the finance-growth literature. We deal with the measurement of the latter in section 3.2. We specify a vector of further control variables, \( x \), to contain human capital \( HC \) and the growth rate of the working population \( ETG \). \( \mu_i \) is an unobserved region-specific effect and \( \epsilon \) represents the error term, where the latter is \( \epsilon_{i,t} \sim \text{iid}(0, \sigma^2_\epsilon) \), independent of each other and among themselves.

Equation (2) cannot be estimated directly because the lagged endogenous variable is correlated with the unobserved group effects \( \mu_i \). Thus, we have to eliminate the latter. To this end the Arellano-Bond estimator transforms equation (2) by taking first differences to yield:\(^9\)

\[
\Delta y_{i,t} = \alpha \Delta y_{i,t-1} + \beta \Delta FD_{i,t} + \gamma \Delta x_{i,t} + \Delta \epsilon_{i,t}. 
\]  

(3)

The implementation of equation (3) is not straightforward because the differenced error term and lagged dependent variable, \( E[\Delta y_{i,t-1}, \Delta \epsilon_{i,t-1}] \neq 0 \), are now correlated by construction. Under the assumption that the \( \epsilon_{i,t} \) are not autorelated, Arellano and Bond (1991) suggest to employ lagged levels as instruments for \( \Delta y_{i,t-1} \). The Arellano-Bond estimator is formulated as a GMM estimator with the moment conditions given by

\[
E[W_i' \Delta \epsilon_i] = 0, 
\]  

(4)

where \( W_i' \) denotes a matrix of instruments. If the lagged difference of the dependent variable can be instrumented sensibly with its own lagged levels, equation (4) holds and we can reject the presence of a correlation between differenced error terms and instruments.

In addition to the correlation problem of \( y_{i,t} \) prevalent by construction of the difference estimator, we have to address the concern that out explanatory variables \( FD^V \) and \( FD^Q \) are potentially also correlated with the error due to reverse causality. In principle, any measure of financial development is potentially endogeneous. Especially the volume of credit may well be explained by expanding economic activity rather than vice versa. Thus, we have to identify suitable instruments for \( FD^V \) and \( FD^Q \).\(^{10}\)

The appropriateness of the chosen instruments can be verified by a test on the validity of the moment restrictions. The Sargan test for overidentifying restrictions

---

\(^{9}\)Note, that taking first differences does not affect estimated coefficients as these are identical in equations (2) and (3). We report below estimated coefficients with variable labels in levels according to equation (2).

\(^{10}\)If explanatory variables are correlated with past and contemporaneous errors, \( E[X_{i,t}, \epsilon_{i,s}] \neq 0 \) for \( s \leq t \), we refer to the variable as endogeneous. Then, using first differences requires us to use levels lagged by two periods or more as instruments. In contrast, predetermined variables are contemporaneously uncorrelated with the errors, \( E[X_{i,t}, \epsilon_{i,s}] \neq 0 \) for \( s < t \), and present realizations depend only on past shocks. Thus, it suffices to instrument predetermined variables with their levels lagged by one period.
represents such a test on the moment conditions formulated in equation (4) with the null-hypothesis $H_0$ that moment conditions are not systematically violated.

Specifying financial development as exogenous, predetermined or endogenous variables and using alternative instruments respectively, allows us to test which choice of instruments for financial development is appropriate.\footnote{Note, however, that this test cannot rule out the conceptual question of reverse causality. Ultimately, the decision to specify GDP to depend on financial development is rooted in theory.} Let us turn beforehand to our approach to measure the quality effect of financial development.

### 3.2 Intermediation Quality

Our approach to devise a measure of intermediation quality is inspired by Lucchetti et al. (2001) and Berger et al. (2004). We approximate the quality of banks to perform their intermediation function by the efficiency of banks to employ resources when generating financial products and services.

The intuition behind this proxy unfolds as follows. We regard the main task of a bank to channel funds from savers to investors, to allocate them to the most profitable projects and to act as a delegated monitor after investment. Therefore, we consider in line with Sealey and Lindley (1977) the monetary volume intermediated as output $O$. When conducting their intermediation function, we assume that banks minimize cost, $C$. This requires them to use input quantities, $Q$, such as labor and deposits, in optimal proportions to produce a portfolio of outputs, for example interbank versus corporate loans. Under the assumption that banks are price-takers in factor markets, optimal input proportions depend on relative input prices, $P$. Bank inefficiency arises when managers employ simply too much input quantities and/or allocate them in wrong proportions.

Let us illustrate the link between efficiency and the quality of financial services provided with an example. If banks are better developed, we would expect that they hire the optimal amount of risk managers and credit officers given their choice of a loan portfolio to supply and respective wages. Assume that a bank granted relatively many corporate loans, which we assume to be on average more risky compared to interbank loans. Consider now a management that hires too few (or not appropriately trained) credit officers to monitor these exposures and also too few risk managers to price the loan during the negotiations prior to lending appropriately. This may save the bank labor costs in the short run. But if the bank consistently underprices riskier loans, subsequent defaults will result in write-offs of bad loans, thereby increasing cost and ultimately leading to inefficiency.\footnote{Alternatively, if the bank consistently overprices, it will lose the business to competitors. This would imply comparatively high labor cost in relation to relatively small volumes of funds and, thus, high inefficiency. too.} As a second example, banks may simply employ too much of an input. Spending on buildings and other fixed assets may be too high if managers negotiate rents poorly or if they are more interested in prestigious offices. Such a bank is then identified as inefficient compared to the industry.

We estimate cost efficiency with stochastic frontier analysis. A bank produces three outputs: interbank and commercial loans, $O_1$ and $O_2$, respectively, and securities, $O_3$. To this end, it demands three inputs subject to given prices, $P$, and the
technology constraint, \( T(O, Q, Z) \), which also contains equity, \( Z \). A bank employs fixed assets, \( Q_1 \), labor, \( Q_2 \), and borrowed funds, \( Q_3 \). We specify the cost frontier using the translog functional form and write the reduced form as:

\[
\ln C_{kt} = \alpha_k + \sum_{i=1}^{3} \alpha_i \ln W_{i k t} + \sum_{m=1}^{3} \beta_m \ln O_{mk t} + \delta_0 \ln Z_{kt} \\
+ \frac{1}{2} \sum_{i=1}^{3} \sum_{j=1}^{3} \alpha_{ij} \ln W_{i k t} \ln W_{j k t} + \sum_{i=1}^{3} \sum_{m=1}^{3} \gamma_{im} \ln W_{i k t} \ln O_{mk t} \\
+ \frac{1}{2} \sum_{m=1}^{3} \sum_{n=1}^{3} \beta_{mn} \ln O_{mk t} \ln O_{nk t} + \frac{1}{2} \delta_1 (\ln Z_{kt}^2) \\
+ \sum_{i=1}^{3} \omega_i \ln W_{i k t} \ln Z_{kt} + \sum_{m=1}^{3} \zeta_m \ln O_{mk t} \ln Z_{kt} + \eta_0 t + \frac{1}{2} \eta_1 (t)^2 \\
+ \sum_{i=1}^{3} \kappa_i \ln W_{i k t} t + \sum_{m=1}^{3} \tau_m \ln O_{mk t} t + u_{kt} + v_{kt}. \tag{5}
\]

In any year \( t \), a bank \( k \) can deviate from optimal cost due to random noise, \( v_{kt} \), or inefficient use of inputs and outputs, \( u_{kt} \). To distinguish these two effects, we specify a composed total error, \( \varepsilon_{kt} \). For a cost frontier, inefficiency leads to above frontier costs. Therefore, the total error is \( \varepsilon_{kt} = u_{kt} + v_{kt} \). The random error term \( v_{kt} \) is assumed iid with \( v_{kt} \sim N(0, \sigma^2_v) \) and independent of the explanatory variables. The inefficiency term is iid with \( u_{kt} \sim N(0, \sigma^2_u) \) and independent of the \( v_{kt} \). It is drawn from a non-negative distribution truncated at zero.\(^ {14} \)

In contrast to Lucchetti et al. (2001) and Berger et al. (2004), we follow Greene (2005) and use a bank-specific fixed effects stochastic frontier model with time-varying inefficiency to estimate the parameters in equation (5). This is important because Bos et al. (2005) show that systematic differences across banks that are not due to inefficiency must be accounted for in efficiency analyses. Such systematic differences are likely to exist even within one economy only, let alone in cross-country studies like that of Berger et al. (2004).

Non-random differences of banks’ costs that are not due to inefficiency are here captured by the bank-specific fixed effect, \( \alpha_k \).\(^ {15} \) Subsequently, we obtain bank-specific efficiency measures with the method suggested by Jonkrow et al. (1982). We use the conditional distribution of \( u \) given \( \varepsilon \) and a point estimator of technical efficiency is given by \( E(\hat{u}|\varepsilon_k) \), i.e. the mean of \( u_k \) given \( \varepsilon_k \). Cost efficiency \( (FDQ^Q) \) is calculated as \([\exp(-u_{kt})]\) and equals one for a fully efficient bank. Likewise, \( FDQ^Q \) of 0.9 implies that a bank could have produced an identical output vector with 90 percent of actually incurred cost.

We argue that our \( FDQ^Q \) measure enjoys three major advantages compared to the traditional approaches in the finance-growth literature. First, it is a much more

\(^{13}\)We impose the necessary homogeneity and symmetry restrictions and account for technological change with a time trend as in Lang and Welzel (1999).

\(^{14}\)Note that inefficiency can vary over time but is not specified to follow any particular trend.

\(^{15}\)The \( \alpha_k \)'s are allowed to be correlated with \( O_{kt}, W_{kt} \) and \( Z_{kt} \) (Greene, 2005).
direct measure of resources wasted during the intermediation process due to suboptimal allocation and use of input factors in the vein of Leibenstein (1966). It therefore resembles the quality component of financial development mentioned in Pagano (1993) much closer compared to the intermediated credit volume employed traditionally.

Second, we estimate a long-run cost frontier, which covers operational costs inclusive of those costs arising from writing off non-performing loans. Deviations from optimal costs therefore capture the long-run (dis-)ability of bankers to fulfil their intermediation task efficiently. We argue that this holistic assessment of bank performance captures the ability to gather information both ex ante and ex post more appropriately compared to a proxy of the volume intermediated. This is because systematic and sustained failure to optimize the production process in light of these core functions of successful bankers, will result in higher than industry cost. Hence, we think that our $FD_Q$ measure also captures the influence of financial development on an economy's factor productivity to a better extent compared to the sheer size of the financial industry.

Third, the relative ability to convert inputs into outputs is less prone to critique regarding reverse causality. In section 3.1 we pointed out that cross-sectional estimation fails to distinguish whether large volumes of bank credit, that is bank size, cause economic growth or rather result from it. While the use of instruments in our dynamic panel model alleviates the problem, $FD_Q$ enjoys the conceptual advantage that it is a relative measure. More specifically, we assume that the transformation technology $T(\cdot)$ is identical for all banks operating in Germany. At the same time, we account simultaneously through $\alpha_k$ for systematic differences across banks, such as size or banking sector. Our quality proxy of financial development, $FD_Q$, is therefore independent of the credit volume of an individual bank because the efficiency of a bank does not depend on how much output it produces but rather how well it does so. It therefore seems reasonable to assume that the sustained ability of individual banks to exploit its resources given the available technology as efficient as possible does not depend per se on whether the economy is contracting or expanding. Intuitively, the performance of bankers to minimize costs when supplying financial services should foster growth independent of the question whether the intermediated volume is small or large.

As noted earlier in our growth specification, the Arellano-Bond estimator allows us to test the validity of our empirical specification in the light of the potential endogeneity of the financial development indicators more formally below. Before turning to our results, we briefly discuss our data sources and defined variables.

3.3 Data and Variables

*Growth* Macroeconomic data per district ("Kräis") are obtained from State and Federal Statistical Offices, respectively.\(^\text{16}\) These data are available on an annual basis between 1994 and 2003. The Federal Office for Building and Regional Planning ("Bundesbehörde für Bauwesen und Raumordnung") provided us with a key to

\(^{16}\)These regions resemble the NUTS 3 level of the data assembled by Eurostat.
map these political regions, namely districts, to economic planning regions ("Raumordnungsregionen, ROR") in Germany. The latter consist of multiple districts and represent the office’s taxonomy. It is based on economic interdependencies as approximated by commuters within economic agglomeration areas.\textsuperscript{17} Niebuhr (2001) argues that the use of economic planning regions is significantly superior due to their definition by economic criteria compared to political regions provided by the statistical offices.\textsuperscript{18} Our data comprise all 97 ROR in Germany and we use GDP per worker, $Y$, as dependent variable.\textsuperscript{19}

**Financial development** We use balance sheet and profit and loss account data for all private and public banks that reported to the Bundesbank between 1993 and 2004. As noted earlier, we measure the quantity of financial development $FD^{Q}$ as the amount of loans and securities over GDP. The quality of financial intermediation $FD^{V}$ is approximated by cost efficiency, measured with stochastic frontier analysis. After estimating $FD^{Q}$ for each bank in every year, we allocate bank-specific variables to their respective ROR via the location of the head office of the bank. Given the *de jure* principle of regional demarcation of German public banks as well as the *de facto* regionally limited range of activity of small commercial and virtually all cooperative banks, bank specific indicators should accurately describe both quality and quantity of financial intermediation within a respective ROR. We conduct two plausibility checks regarding the defensibility of this approach. First, we use data on the large credit register of the Bundesbank ("Millionenkraditevidenz") to obtain the percentage share of loans larger than 1.5 million Euros granted within the region of the respective Bundesbank branch as indicated by it’s "Ortsnummer". While not identical to ROR, the Bundesbank regions represent the closest alternative.\textsuperscript{20} On average, local savings and cooperative banks grant 80 percent of their loan portfolio to customers within their respective Bundesbank region. Even for commercial banks the local lending share is still at around 30 percent. This supports our approach to allocate banks on the basis of their head quarters. As a second check we use available information on bank branches for a single cross-section to examine the regional activities of banks. Only very few banks maintain networks in more than one ROR. In fact, the branch network of savings and cooperative banks is highly concentrated within their respective ROR. While 93 percent of all cooperative banks’ branches are located within the ROR of the head office, the branch network of saving banks is even more concentrated with 97 percent of all branches located within the same ROR. Despite these supporting indications we still consider national banks undertaking their business across ROR to present a difficulty since a precise allocation of their activities remains impractical. This is also confirmed by the branch distribution of nationally active banks. The share of branches within the same ROR of large commercial banks, small commercial banks and *Landesbanken* is 5, 31 and

\textsuperscript{17}We also employed data on the district and state level to check our estimations for robustness. While results are qualitatively similar, we consider our choice of RORs superior to other regions in order to minimize spatial correlations and poor asymptotic properties of our estimator for small cross-sections.

\textsuperscript{18}An alternative regional dimension to analyze growth in Germany are labor market regions as in Kosfeld et al. (2005) and German Council of Economic Advisors (2004).

\textsuperscript{19}Alternatively, we checked the robustness of our results using gross value added per worker. Furthermore, we also checked dependent variables per capita.

\textsuperscript{20}German banks have to report each loan beyond the mentioned size to the responsible Bundesbank branch, indicating the debtor and the according "Ortsnummer".
45 percent, respectively. Therefore, we estimate below our preferred specification also after excluding all nationally active banks.\textsuperscript{21}

\textit{Controls} To control for the accumulation of human capital, $HC$, we use the ratio of student enrollment in the upper secondary school relative to total students. As in King and Levine (1993) we consider capital depreciation $\delta$ to be constant at 5 percent and we specify population growth as the change of the employed population. We define the joint variable as $ETG$ in our estimated regressions.\textsuperscript{22} Finally, we amend control variables for the structure of local banking markets. In our results section we present estimations that use either the mean market share per ROR or the local Hirschman-Herfindahl-Index as proxies for competition. Variable descriptions, sources and summary statistics are depicted in table 4 in the appendix.

4 Results

\textit{Specification Choices} We consider two specification choices most important when estimating the growth model as presented in equation (2). First, we need to investigate if our quality and quantity measures of financial development should be specified as exogenous, predetermined or endogenous variables. Clearly, the differentiation of a variable as endogenous or predetermined should be model driven. The approach pursued here is to let the Sargan test validate whether the imposed moment conditions determined by the choice of instruments are systematically violated when our measures of financial development are specified as endogenous, predetermined or exogenous.\textsuperscript{23} Second, we are concerned with potential problems due to serial correlation and an adequate lag-structure of level variables used as instruments for our lagged endogenous variable $y_{i,t-1}$.

Consider first the Sargan test, which provides a mean to test the appropriateness of specified instruments for the lagged dependent and especially financial development indicators (Arellano and Bond, 1991). If it is true that financial development merely results from an increased demand for financial funds in an expanding economy, the specification of $FD^V$ and/or $FD^Q$ as exogenous variables yields biased and inconsistent estimates due to their contemporaneous correlation with the error term. This would be indicated by the Sargan test since equation (4) is no longer fulfilled. We may treat financial development alternatively as predetermined or endogenous variables which implies the use of alternative lagged levels instruments. If such as specification fulfills the notion that the expected correlation between contemporaneous errors and instruments is not systematically different from zero, we interpret the effect of financial development due to its direct effect on growth. In the predetermined case, an acceptance of the $H_0$ under the Sargan test indicates that financial development is at least contemporaneously uncorrelated with the error term.

We therefore estimate the baseline model in equation (2) using the two-step GMM estimator.\textsuperscript{24} Consider the nine respective Sargan test statistics in table 1 that

\textsuperscript{21}These are large commercial banks, \textit{Landesbanken} and central cooperative banks.

\textsuperscript{22}In analogy to the specification of GDP per capita we also employed population growth here as well. We also checked the robustness of our results for alternative values for $\delta$, ranging in increments of 50 basis points between 2.5 to 7.5 percent. By and large, results were not qualitatively affected.

\textsuperscript{23}See footnote 10 for the choice of instruments of predetermined and endogenous variables.

\textsuperscript{24}In terms of table 4 the employed variables are: $Y_1$, $FD^Q$, $FD^V$, $HC$ and $ETG$. 
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represent all possible combinations as how to specify the quality and the quantity of financial intermediation, respectively. In the upper panel of table 1 we depict the three possible specification choices of $FD^V$ in columns and the respective options for $FD^Q$ in rows.

In the upper left cell of table 1 we depict the case to simultaneously specify both indicators of financial development as exogenous variables. The according Sargan statistic rejects this specification on the basis of a systematic violation of the moment conditions. This specification indicates that financial development is not independent of growth.

Regarding the remaining options as how to specify these indicators, our results indicate across the whole range, that at least one of the two variables needs to be instrumented. Notably, it is statistically irrelevant which of the two is chosen. Also note that it is statistically permissible to specify one or both indicators either as predetermined or as endogenous variable. For any combination, the Sargan test is insignificant and does not reject the set of instruments chosen.

Our prime conclusion regarding this result is to acknowledge that the use of estimators using suitable instruments is necessary. Inference from analyses that fail to instrument financial development indicators of either kind must be treated with great care.

---

Table 1: Comparison of Specification Choices

<table>
<thead>
<tr>
<th>Quality</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sargan $[\text{chi}^2]$</td>
<td>Exogenous</td>
</tr>
<tr>
<td>Exogenous</td>
<td>56.01** [0.01]</td>
</tr>
<tr>
<td>Predetermined</td>
<td>88.83 [0.19]</td>
</tr>
<tr>
<td>Endogenous</td>
<td>82.90 [0.14]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>AR2 $[z\text{-value}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exogenous</td>
</tr>
<tr>
<td>Predetermined</td>
</tr>
<tr>
<td>Endogenous</td>
</tr>
</tbody>
</table>

Notes: p-values in brackets.
***, **, * denotes significance at the 1, 5, 10 percent level.
Another conclusion of this result is that econometric guidance alone does not provide a clear-cut picture. We therefore motivate specification choices based on our view that the relative nature of our $FD^Q$ measure supports the notion of strict exogeneity. In contrast, on grounds of potentially higher demand for financial funds as a consequence of higher growth, we regard the $FD^V$ effect of financial development at least as predetermined. Henceforth, reported results therefore instrument $FD^V$ as a predetermined and include $FD^Q$ as exogenous variable.\(^{27}\)

Second, we consider briefly the issue of serial correlation. As discussed in section 3.1, taking first differences and rewriting equation (2) implies that the error term $\Delta \epsilon_t$ suffers from first order serial correlation by construction, which is unproblematic given our difference estimator.\(^{28}\) However, we must not observe any autocorrelation of higher order as to avoid inconsistent and biased estimates. For all possible combinations of $FD^Q$ and $FD^V$ discussed above, the bottom panel in table 1 reports according test statistics and p-values. The results provide evidence that second-order autocorrelation does not present a problem.

**Variable Choice** We consider next alternative dependent variables $y$ and additional control variables $x$ in the baseline regression. Table 2 presents results based on the one-step AB estimator with heteroscedasticity robust standard errors. Column (1) contains the baseline regression using GDP per worker as dependent variable. In line with our expectations, the coefficient of $FD^Q$ is significant and positive. An improvement of 1 percent of the quality of financial intermediation furthers economic growth by about 0.09 percent. With regard to $FD^V$ we find that the coefficient is insignificant and negative. This stands in contrast to the evidence presented in the finance-growth literature. The result suggests that merely increasing the amount of bank loans has no significant impact on growth. Potentially, the amount of funds provided by banks to finance investment projects is not in short supply. Then, increasing the volume of potentially available funds for investment exerts per se no growth impetus. In contrast, an improvement of the ability to put these available funds to use in the sense of selecting and monitoring investment projects indeed helps to promote growth.

With regard to the control variables, we find that human capital ($HC$) and the growth of the working population ($ETG$) exhibit signs in line with expectations and are statistically significant. The former exhibits a positive coefficient, which implies that faster accumulation of know-how feeds economic growth. The latter yields the result that higher population growth leads, *ceteris paribus*, to reduced income per worker. The result for human capital is in line with previous findings in the literature. However, Kosfeld et al. (2005) fail to detect any effect with regard to the growth of the working population.\(^{29}\)

The results remain qualitatively similar for alternative variables. Column (2) is based on the same regression using gross value added per worker as dependent variable. The coefficients remain largely unchanged while we reject the null hypothesis to the analysis.

---

27 We checked subsequent regressions systematically across all nine specification choices depicted in table 1. Bearing the well-known sensitivity of instrumental GMM for dynamic panels in mind, our results were surprisingly robust.

28 This is confirmed by tests for an AR(1) process which we do not report here.

29 We also run regressions using the growth of the total population and also found a significant and negative impact on growth.
Table 2: Alternative dependent and additional control variables

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ln Y_{i,t-1}$</td>
<td>0.605***</td>
<td>0.595***</td>
<td>0.604***</td>
<td>0.601***</td>
</tr>
<tr>
<td></td>
<td>[0.032]</td>
<td>[0.033]</td>
<td>[0.032]</td>
<td>[0.031]</td>
</tr>
<tr>
<td>$\ln HC$</td>
<td>0.064***</td>
<td>0.065***</td>
<td>0.065***</td>
<td>0.063***</td>
</tr>
<tr>
<td></td>
<td>[0.015]</td>
<td>[0.015]</td>
<td>[0.015]</td>
<td>[0.015]</td>
</tr>
<tr>
<td>$\ln FD^V$</td>
<td>-0.009</td>
<td>-0.017</td>
<td>-0.009</td>
<td>-0.017</td>
</tr>
<tr>
<td></td>
<td>[0.011]</td>
<td>[0.012]</td>
<td>[0.012]</td>
<td>[0.013]</td>
</tr>
<tr>
<td>$\ln FD^Q$</td>
<td>0.087***</td>
<td>0.082**</td>
<td>0.078**</td>
<td>0.076*</td>
</tr>
<tr>
<td></td>
<td>[0.041]</td>
<td>[0.040]</td>
<td>[0.038]</td>
<td>[0.039]</td>
</tr>
<tr>
<td>$\ln ETG$</td>
<td>-0.020***</td>
<td>-0.024***</td>
<td>-0.020***</td>
<td>-0.020***</td>
</tr>
<tr>
<td></td>
<td>[0.005]</td>
<td>[0.005]</td>
<td>[0.005]</td>
<td>[0.005]</td>
</tr>
<tr>
<td>$\ln HHI$</td>
<td></td>
<td></td>
<td>-0.009</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.007]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\ln MSi$</td>
<td>0.005***</td>
<td>0.005***</td>
<td>0.006***</td>
<td>0.007***</td>
</tr>
<tr>
<td></td>
<td>[0.001]</td>
<td>[0.001]</td>
<td>[0.001]</td>
<td>[0.001]</td>
</tr>
<tr>
<td>Constant</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wald [chi2]:</td>
<td>671.43</td>
<td>602.11</td>
<td>659.6</td>
<td>690.68</td>
</tr>
<tr>
<td>Sargan [chi2]:</td>
<td>87.44</td>
<td>88.41</td>
<td>86.41</td>
<td>88.51</td>
</tr>
<tr>
<td>Sargan [p-value]:</td>
<td>0.22</td>
<td>0.20</td>
<td>0.24</td>
<td>0.22</td>
</tr>
<tr>
<td>AR1 [z-value]:</td>
<td>-2.00**</td>
<td>-2.02**</td>
<td>-2.03**</td>
<td>-2.03**</td>
</tr>
<tr>
<td>AR2 [z-value]:</td>
<td>-1.56</td>
<td>-1.67*</td>
<td>-1.55</td>
<td>-1.49</td>
</tr>
</tbody>
</table>

Note: Robust standard errors in brackets. AB One-Step Estimation. Sargan test from Two-Step Estimator. *** *, **, * denotes significance at 1, 5 and 10 percent level.

of no second-order autocorrelation at the 10 percent level. Thus, the results based on gross value added per worker are potentially biased and inconsistent. In column (3) and (4) of table 2 we add further variables about the structure of local banking markets. Column (3) contains the Herfindahl-Hirschman index on the basis of total assets per ROR. The regression in column (4) includes the average market share of banks per ROR. Both measures are proxies for market power. The coefficients for both proxies are insignificant and have no effect on our result for financial development.

Public versus Private Banks Next, we analyze the effect of financial development of individual bank sectors on GDP per worker. King and Levine (1993) argue that the distinction of loans from public and private banks grasps systematic differences between the two groups of banks to carefully select and monitor debtors. They hypothesized that public banks are less suited to conduct this core function of an intermediary since alternative objectives may play a role for the supply of loans, too. The structure of the German banking system with a considerable market share of public banks of around 37 percent lends itself to question if the financial development of different banking sectors has an asymmetric influence on income per worker. As opposed to the rather indirect measurement in King and Levine (1993), however, we are here able to distinguish both the volume and the quality effect of financial development for each banking sector separately.
The majority of German banks are small and undertake their business within a limited geographical area (Koetter et al., 2004). Only few operate on a nation-wide basis. Local banks comprise primarily institutes from the public and cooperative sector but also smaller commercial banks. The cooperative and commercial sectors represent private sector banks while the public sector consists of savings banks. To account for the unavailability of regional income distributions of nationally active banks, we therefore exclude this group when constructing our indicators for financial development.\footnote{In addition, we excluded RORs, which host most of such nationally active banks, namely the regions hosting the cities of Frankfurt a.M., Munich and Stuttgart. Results are qualitatively identical and we conclude that our findings are not driven by these regional "banking centers". Intuitively, this is not too surprising given that even the five largest banks in Germany have together, compared to other industrialized countries, only a small market share of around 17 percent.}

**Table 3: Financial development across banking groups**

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ln Y_{i,t-1}$</td>
<td>0.584***</td>
<td>0.481***</td>
<td>0.626***</td>
<td>0.544***</td>
</tr>
<tr>
<td></td>
<td>[0.027]</td>
<td>[0.040]</td>
<td>[0.028]</td>
<td>[0.049]</td>
</tr>
<tr>
<td>$\ln ETG$</td>
<td>-0.020***</td>
<td>-0.017***</td>
<td>-0.021***</td>
<td>-0.018***</td>
</tr>
<tr>
<td></td>
<td>[0.004]</td>
<td>[0.003]</td>
<td>[0.005]</td>
<td>[0.003]</td>
</tr>
<tr>
<td>$\ln HC$</td>
<td>0.052***</td>
<td>0.046***</td>
<td>0.060***</td>
<td>0.047***</td>
</tr>
<tr>
<td></td>
<td>[0.016]</td>
<td>[0.016]</td>
<td>[0.014]</td>
<td>[0.014]</td>
</tr>
<tr>
<td>$\ln FD_{V_{local}}$</td>
<td>-0.024</td>
<td>[0.016]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\ln FD_{Q_{local}}$</td>
<td>0.093*</td>
<td>[0.050]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\ln FD_{V_{pub}}$</td>
<td>0.007</td>
<td>-0.028</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.021]</td>
<td>[0.024]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\ln FD_{Q_{pub}}$</td>
<td>0.024</td>
<td>0.065</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.033]</td>
<td>[0.040]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\ln FD_{V_{coop}}$</td>
<td>-0.076***</td>
<td>-0.040*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.026]</td>
<td>[0.022]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\ln FD_{Q_{coop}}$</td>
<td>0.085***</td>
<td>0.073**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.030]</td>
<td>[0.032]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>0.006***</td>
<td>0.008***</td>
<td>0.005***</td>
<td>0.006***</td>
</tr>
<tr>
<td></td>
<td>[0.001]</td>
<td>[0.001]</td>
<td>[0.001]</td>
<td>[0.001]</td>
</tr>
</tbody>
</table>

Wald [chi2]: 692.99 686.76 758.25 749.39
Sargan [chi2]: 87.12 90.59 83.98 88.23
Sargan [p-value]: 0.22 0.98 0.30 0.20
AR1 [z-value]: -2.21** -2.57** -2.05** -2.61***
AR2 [z-value]: -1.75* -1.42 -1.97** -1.6

Notes: Robust standard errors in brackets. AB One-Step Estimation. Sargan tests from AB Two-Step Estimation. ***, **, * denotes significance at 1, 5 and 10 percent level.

The respective results in column (1) of table 3 indicate the same positive and significant effect of $FD_Q$ and an insignificant effect of $FD_V$ for local banks. Consequently, our results are not driven by the inclusion of large banks. Note that...
specification (1) still incorporates small commercial banks. One may object the assumption that the business of small commercial banks is limited to a geographical area similar to that of public and private banks from the cooperative sector. Since there is no possibility to verify the geographical scope of activity for the group of small commercial banks, we further reduce our sample to construct financial development indicators.

Consider to this end column (2), where we estimate our baseline specification with measures of financial development that are derived for public and cooperative banks only. We could not estimate separate quality and quantity indicators for commercial banks because small commercial banks are not present in all ROR. However, in all years there are both local public and cooperative banks active in all ROR. Therefore, we test for asymmetries between public and cooperative banks by including our $FD_Q$ and $FD_V$ variables for each pillar separately. Interestingly, we find that the coefficient of $FD_Q$ is only significantly positive for cooperative banks. In contrast to our baseline specification, we can no longer confirm this finding for the group of local public banks. This result suggests that the influence of local public and private banking exerts significantly different influences on regional growth.

This is confirmed in columns (3) and (4) when estimating for each pillar separately. The result for cooperative banks implies that a sheer expansion of financial quantity of cooperative banks is to the detriment of income per worker. Clearly, we do not model here whether the volume of cooperative bank loans is supply or demand driven. But what we infer from our results is that larger volumes do not promote growth. Instead, an improvement in the quality of financial intermediation of cooperative banks is the variable that indicates a positive effect on income per worker.

The evidence with respect to public banks suggests that neither the quantity nor the quality of financial intermediation by this group promotes growth significantly. On the one hand, this may indicate that cost efficiency is not an adequate proxy for the quality of financial intermediation of savings banks. Potentially, public banks pursue more philanthropic objectives than cost minimization and thus $FD_Q$ represents a poor proxy variable for a study of the effects of financial development of public banks. But on the other hand, we consider it reasonable to assume that not only public banks but any firm operating in an environment of competitive markets needs to employ its resources at least cost efficient in the long run. While it may be possible that public banks accept lower profits in favor of, say, granting lower interest on loans, they will have to employ scarce resources as efficiently as their private competitors. Otherwise, they would incur systematically higher costs for the provision of comparable financial services and, according to textbook economic theory, this may ultimately force such market participants to exit.

5 Conclusion

We provide in this paper evidence on the finance-growth nexus for the regions of Germany. Using data for the 97 economic planning regions ("Raumordnungsregionen, ROR") and all banks operating in the Republic, we suggest to distinguish two different channels of financial development: a Hicksian volume effect $FD^V$ and a
quality effect $FD^Q$ of financial development in the vein of Schumpeter. To this end, we introduce an improved measure for the latter to this strand of the literature: microeconomic cost efficiency measured for each bank individually. Our main results are the following five.

First, our evidence supports the notion that the quality of financial intermediation as measured by cost efficiency of individual banks significantly affects growth. A one-percent increase in cost efficiency spurs GDP per worker by 0.09 percent.

Second, the traditional proxy of total credit volume to GDP used in the vast majority of finance-growth studies receives no statistical support for our sample. In most specifications, the effect of an expanding amount of bank credit is not significantly different from zero.

Third, we find evidence that both measures of financial development must not be specified simultaneously as exogenous explanatory variable. We find that the use of instrumental variable estimators is necessary. However, by choosing suitable instruments we are able to obtain unbiased and consistent estimates.

Fourth, our results remain robust after excluding those banks from the construction of our financial development indicator that operate nationally and can therefore not be allocated to single regions with complete certainty. Nonetheless, after including $FD^Q$ and $FD^V$ only for local banks from each pillar, it is only the former effect of financial development that affects growth significantly and positively.

Fifth, both the quality and quantity effect are different across banking groups. We construct both indicators for local public and cooperative banks only and find that it is just the latter group that affects growth. We can thus not confirm that public banks significantly spur growth in Germany’s regions. With respect to cooperative banks, the results lead us to conclude that it is not the volume of funds, which is in short supply in Germany’s region. In fact, the positive effect of $FD^Q$ on growth suggests that economic expansion requires better but not necessarily more banking.

It is important to note that a generalization of our results to the existing finance-growth literature is subject to great care. For example, the negative and mostly insignificant coefficient found for lending volume may merely reflect the maturity of the German economy and could actually indicate an excess supply of credit (German Council of Economic Advisors, 2004). However, such inference would require the explicit modelling of the credit market as to determine if the observed level of aggregate loans indeed reflects the equilibrium level or not. Here, we remain in line with the existing finance growth literature and deem the issue out of the present paper’s scope. But our results indicate in our view that, first, the channels of financial development are conceptually different and, second, this difference can be taken into account by using efficiency as a more explicit proxy for the quality effects financial development has on growth.
References


## 6 Appendix

Table 4: Summary Statistics for Growth and Stochastic Frontier Analysis Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Unit</th>
<th>N</th>
<th>Mean</th>
<th>SD</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Growth regression</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Y_1$</td>
<td>GDP per worker</td>
<td>€</td>
<td>776</td>
<td>49,016</td>
<td>7,708</td>
<td>FSO/SSO</td>
</tr>
<tr>
<td>$Y_2$</td>
<td>Gross value added per worker</td>
<td>€</td>
<td>776</td>
<td>45,737</td>
<td>7,151</td>
<td>FSO/SSO</td>
</tr>
<tr>
<td>$FDQ$</td>
<td>Bank loans and securities to GDP</td>
<td>%</td>
<td>776</td>
<td>98.9</td>
<td>125.5</td>
<td>BBK</td>
</tr>
<tr>
<td>$FDV$</td>
<td>Cost efficiency</td>
<td>%</td>
<td>776</td>
<td>74.3</td>
<td>2.4</td>
<td>BBK</td>
</tr>
<tr>
<td>$ETG$</td>
<td>Growth rate employed</td>
<td>%</td>
<td>776</td>
<td>0.18</td>
<td>1.43</td>
<td>FSO/SSO</td>
</tr>
<tr>
<td>$POPG$</td>
<td>Growth rate population</td>
<td>%</td>
<td>776</td>
<td>0.05</td>
<td>0.02</td>
<td>FSO/SSO</td>
</tr>
<tr>
<td>$ETG$</td>
<td>Growth rate employed</td>
<td>%</td>
<td>776</td>
<td>0.18</td>
<td>1.43</td>
<td>FSO/SSO</td>
</tr>
<tr>
<td>$HC$</td>
<td>Secondary school pupil to total pupil</td>
<td>%</td>
<td>776</td>
<td>22.0</td>
<td>3.9</td>
<td>FSO/SSO</td>
</tr>
<tr>
<td>$HHI$</td>
<td>Hirschmann-Herfindahl-Index</td>
<td>Pts</td>
<td>776</td>
<td>151</td>
<td>241</td>
<td>BBK</td>
</tr>
<tr>
<td>$MS$</td>
<td>Mean market share</td>
<td>%</td>
<td>776</td>
<td>6.0</td>
<td>5.0</td>
<td>BBK</td>
</tr>
<tr>
<td>$I$</td>
<td>Change in bank liabilities to GDP</td>
<td>%</td>
<td>776</td>
<td>2.3</td>
<td>10.0</td>
<td>BBK</td>
</tr>
<tr>
<td><strong>Stochastic cost frontier</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$O_1$</td>
<td>Interbank loans</td>
<td>M€</td>
<td>34,188</td>
<td>382</td>
<td>4,440</td>
<td>BBK</td>
</tr>
<tr>
<td>$O_2$</td>
<td>Commercial loans</td>
<td>M€</td>
<td>34,188</td>
<td>757</td>
<td>6,920</td>
<td>BBK</td>
</tr>
<tr>
<td>$O_3$</td>
<td>Securities and bonds</td>
<td>M€</td>
<td>34,188</td>
<td>365</td>
<td>3,900</td>
<td>BBK</td>
</tr>
<tr>
<td>$W_1$</td>
<td>Price of fixed assets</td>
<td>%</td>
<td>34,188</td>
<td>23.2</td>
<td>469.4</td>
<td>BBK</td>
</tr>
<tr>
<td>$W_2$</td>
<td>Price of labor</td>
<td>T€</td>
<td>34,188</td>
<td>51.5</td>
<td>151.4</td>
<td>BBK</td>
</tr>
<tr>
<td>$W_3$</td>
<td>Price of borrowed funds</td>
<td>%</td>
<td>34,188</td>
<td>3.94</td>
<td>25.51</td>
<td>BBK</td>
</tr>
<tr>
<td>$Z$</td>
<td>Equity</td>
<td>M€</td>
<td>34,188</td>
<td>58.4</td>
<td>507.0</td>
<td>BBK</td>
</tr>
<tr>
<td>$TOC$</td>
<td>Total operating cost</td>
<td>M€</td>
<td>34,188</td>
<td>84.0</td>
<td>767.0</td>
<td>BBK</td>
</tr>
</tbody>
</table>

Notes: M€: millions of Euro; T€: thousands of Euro; %: percentages; FSO and SSO: Federal and State Statistical Offices, respectively; BBK: Deutsche Bundesbank.